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Abstract

In this supplementary document, we first discuss network architectures, implementation details, and the training protocol
in Sec. 1. Next, we describe data preprocessing and augmentation strategies in Sec. 2. Finally, we provide additional
qualitative as well as quantitative experimental results in Sec. 3.

1. Implementation
In this section, we first discuss the network architectures of our feature fields and discriminator (Sec. 1.1). Next, we

provide details regarding the evaluation (Sec. 1.2) and training protocol (Sec. 1.3). Finally, we describe relevant volume
rendering techniques (Sec. 1.4) and baseline implementations (Sec. 1.5).

1.1. Network Architectures

Feature Field Architecture: We parameterize the object and background feature fields with multi-layer perceptrons (MLPs)
which map an input point x ∈ R3 and viewing direction d ∈ S2 together with latent shape and appearance codes zs, za ∼
N (0, I) to a one-dimensional density σ and a Mf -dimensional feature vector f (see Fig. 1). As indicated in the main paper,
we apply positional encoding to x and d before passing it to the network. Similar to previous works [16, 23], we use 10 and
4 frequency octaves for x and d, respectively, such that we embed them in a Lx = 2 · 3 · 10 = 60 and Ld = 2 · 3 · 4 = 24
dimensional space. For the object feature field, we use 8 fully-connected layers with a hidden dimension of 128 and ReLU
activation. We add a skip connection from the input to the fourth layer which was shown to improve results in the context
of 3D reconstruction [19]. For the background feature field, we use 4 layers with a hidden dimension of 64 and ReLU
activation due to its lower complexity. We half the hidden dimensions for experiments on scenes with three objects or more
to facilitate training. In both networks, we project the features to the first output, the one-dimensional density σ, and use
a single fully-connected layer with ReLU activation for the view-dependent feature prediction branch similar to previous
works [16, 23]. The features are then projected to the second output, a Mf -dimensional feature vector f . This way, we
ensure that the density prediction only depends on the input point x and the latent shape code zs as the geometry of objects
is independent of the viewpoint. Further, we use only a single view-dependent layer to enable weight sharing between the
two branches. We sample the latent codes zs, za from a 256-dimensional Gaussian for the object feature field, and from a
128-dimensional Gaussian for the background feature field. We reduce the dimensionality to 64 and 32, respectively, for
experiments on scenes with three objects or more to facilitate training.
Discriminator Architecture: We parameterize our discriminator Dφ as a fully-convolutional neural network with leaky
ReLU activations [22]. We use 5 and 7 layers for resolutions of 642 and 2562 pixels, respectively (see Tab. 2).

1.2. Evaluation Metric

To quantify image quality, we report the Frechet Inception Distance (FID) score [6]. We use 20,000 real and fake samples
to calculate the FID score. To be compatible with [23], we adhere to the authors’ evaluation and use their evaluation script
for reported experiments on datasets Chairs, Cats, CelebA, and CelebA-HQ.
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(a) Object Feature Field.

+

(b) Background Feature Field.

Figure 1: Feature Fields Architecture. We parameterize the object (Fig. 1a) and background (Fig. 1b) feature fields with
multi-layer perceptrons (MLPs) which take as input a 3D point x and viewing direction d together with latent shape and
appearance codes zs, za and output a density σ and feature f . More specifically, we apply the positional encoding γ to input
point x and concatenate γ(x) and the latent shape code zs. This is followed by blocks of fully-connected layers (yellow
color) with ReLU activation (red color). We use 8 blocks with a hidden dimension of 128 and one skip connection to the
fourth layer for the object feature field, and 4 blocks with a hidden dimension of 64 for the background feature field. We
then project this to the first output, the one-dimensional density output σ (blue). In a second branch, we apply the positional
encoding γ to the viewing direction d, concatenate γ(d) to the latent appearance code za, and add it to the previous hidden
features. We pass it through a single fully-connected layer with ReLU activation and project it to the second output, the
Mf -dimensional feature output f (blue). We set Mf to 128 and 256 for 642 and 2562 pixels, respectively.

1.3. Training Protocol

We train with the RMSprop optimizer [24] and use a batch size of 32 and learning rates of 1× 10−4 and 5× 10−4

for the discriminator and generator, respectively. For experiments at 2562 pixels, we reduce the generator learning rate to
2.5× 10−4. We perform single-GPU training and train our models for one to four days. To determine when to stop training,
we follow common practice and evaluate the FID metric every 10,000 iterations.

1.4. Volume Rendering

3D Point Sampling: We follow [16] and use stratified sampling to approximate the intractable volumetric projection integral.
More specifically, we partition each ray into Ns = 64 evenly-spaced bins and sample uniformly one sample point within
each bin. Let r(t) = r0 + t · d denote the ray starting from r0 with direction d, and let tn, tf be the near and far plane of the
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Layer Type Kernel Size Stride Padding Activation Feature Dimension Spatial Output Dimensions

Conv 4× 4 2 1 LReLU 64 32× 32
Conv 4× 4 2 1 LReLU 128 16× 16
Conv 4× 4 2 1 LReLU 256 8× 8
Conv 4× 4 2 1 LReLU 512 4× 4
Conv 4× 4 1 0 - 1 1× 1

(a) 642 Pixel Resolution.

Layer Type Kernel Size Stride Padding Activation Feature Dimension Spatial Output Dimensions

Conv 4× 4 2 1 LReLU 16 128× 128
Conv 4× 4 2 1 LReLU 32 64× 64
Conv 4× 4 2 1 LReLU 64 32× 32
Conv 4× 4 2 1 LReLU 128 16× 16
Conv 4× 4 2 1 LReLU 256 8× 8
Conv 4× 4 2 1 LReLU 512 4× 4
Conv 4× 4 1 0 - 1 1× 1

(b) 2562 Pixel Resolution.

Figure 2: Discriminator Architecture. Our discriminator consists of fully-convolutional layers with 4× 4 kernels and leaky
ReLU activation functions. We use 5 and 7 layers for 642 and 2562 pixel resolutions, respectively.

camera. The i-the sample point is then defined as

xi = r(ti) where ti ∼ U
(
tn +

i− 1

Ns
(tf − tn), tn +

i

Ns
(tf − tn)

)
(1)

Camera: In all experiments, we define the camera to be on a sphere with radius 2.732 and use tn = 0.5 and tf = 6 as
near and far planes, respectively. Note that, as we learn from unposed and unstructured image collections, the camera radius
is arbitrary. We adopt this setting from popular rendering scripts [11] as with this camera, the scene bounds are roughly
described by the unit cube when using common fields of view.

1.5. Baselines

2D GAN: For reference, We report results for a ResNet-based [4] 2D GAN [15] in our experiments. We adopt the training
protocol and network architectures from [15]. We use the RMSprop optimizer with generator and discriminator learning
rates of 1× 10−4. We train with the non-saturating GAN objective [2] and R1 gradient penalty [15]. Similar to [23], we
use minimum and maximum feature dimensions of 16 and 512, respectively, such that the generator has in total 1,689,267
parameters (our generator has 411,595 parameters).

HoloGAN: We use the official HoloGAN [17] implementation1 and follow their training protocol: We train with the Adam
optimizer [12] with an initial learning rate of 1× 10−4 for experiments at 642 pixels, and 5× 10−5 for higher resolutions.
We train for 50 epochs, and linearly reduce the learning rate after the first 25 epochs. We further use the identity regularizer
and style discriminator loss for an image resolution of 2562 pixels. If provided, we use the pose ranges from the authors,
otherwise we use the same as for our method. For the non-object-centered datasets CompCars and Churches, we follow [18]
and add random translation offsets during training. While the official implementation provides generator architectures for
642 and 1282 pixel resolutions, we obtain the generator for 2562 pixels by adding one transposed convolutional layer with
adaptive instance normalization [7] and leakly ReLU activation to the 1282 generator, and, similar to the previous layers, and
apply the style discriminator loss to this intermediate output as well.

PlatonicGAN: We use the official PlatonicGAN [5] implementation provided by the authors.2 We follow their training
protocol and train with the Wasserstein loss and gradient penalty [3], and use a batch size of 16. We follow [23] and use

1https://github.com/thunguyenphuoc/HoloGAN
2https://github.com/henzler/platonicgan
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(a) GRAF [23] on CompCars with Random Cropping. (b) GRAF [23] on CompCars with Random Cropping.

Figure 3: GRAF on CompCars. In our experiments on CompCars, we apply random cropping to achieve more variety in the
data wrt. the car positions within the scene. However, we find that GRAF [23] does not lead to consistent 3D representations
when random cropping is applied (see Fig. 3a), such that we report results for GRAF without random cropping (see Fig. 3b).
Note that also quantitatively results are improved from an FID score of 116 to 39 at 642 pixel resolution.

Name Type Number
of Images

Object
Rotation Range

Background
Rotation Range

Camera
Elevation Range

Horizontal
Translation

Depth
Translation

Object
Scale

Field
of View

Chairs [20] Synth. 152,680 360◦ 0◦ 90◦ - - 1 49◦

Cats [28] Real 9407 70◦ 0◦ 10◦ - - 1 10◦

CelebA [14] Real 202,599 70◦ 0◦ 10◦ - - 1 10◦

CompCars [26] Real 136,726 360◦ 0◦ 10◦ −0.12− 0.12 −0.22− 0.22 0.8− 1 10◦

Churches [27] Real 126,227 360◦ 90◦ 0◦ −0.15− 0.15 −0.15− 0.15 0.8− 1 30◦

CelebA-HQ [9] Real 30,000 90◦ 0◦ 10◦ - - 1 10◦

FFHQ [10] Real 70,000 70◦ 0◦ 10◦ - - 1 10◦

Clevr-2 [8] Synth. 54,336 0◦ 0◦ 0◦ −0.7− 0.7 −0.7− 0.7 1 49◦

Table 1: Dataset Parameters. We report relevant parameters for all datasets. We use the same dataset-specific parameters
for experiments at 642 and 2562 pixels.

reduced discriminator and generator learning rates of 5× 10−6 and 7.5× 10−4 to stabilize training. The reconstruction loss
is weighted with factor 100 and the convolutional layers in the discriminator and generator have a minimum of 256 features.
We use the adopted camera pose samping from [23].
GRAF: We use the authors’ implementation of GRAF [23]. If reported, we use the authors’ pose ranges, otherwise use the
same as for our method, except for Clevr-2 where we use a full rotation as we did not obtain competitive results with the
correct rotation angle of 0◦.

2. Data
In the following paragraphs, we discuss dataset-specific parameters, the data processing and augmentation strategies we

use, and the data generation of the Clevr datasets.
Dataset Parameters: In Tab. 1, we report relevant parameters for all datasets. We use the same parameters for experiments
at 642 and 2562 pixels. As indicated in the main publication, we sample the object rotation, background rotation, camera
elevation, horizontal and depth translation, and object size from uniform distributions over the indicated ranges. For the Clevr
datasets, we sample object locations from the distribution we obtain during dataset generation (see below) to avoid collisions.
We find that adding random background rotations for Churches slightly improves the quality of the learned disentanglement
while the quantitative results are the same (both achieve an FID score of 17.27 at 642 pixel resolution).
Image Center Cropping: To ensure a fair comparison, we follow [17, 23] and center crop the images of the CelebA and
CelebA-HQ datasets to 1082 and 6502 pixels, respectively.
Image Random Cropping: For the CompCars dataset, we first rescale the image such that the smaller image dimension is
64 or 256 pixels, depending on the image resolution of the experiment. Next, we obtain our quadratic image by randomly
selecting a 642 or 2562 cropping window, respectively. This way, we achieve more variety wrt. the position of the cars within
the scene. We find that PlatonicGAN [5] and GRAF [23] cannot handle this data augmentation but instead require the object
to be centered in the image, such that we do not apply random cropping for these baselines to improve their performance
(see Fig. 3).
Data Augmentation: For all experiments, we randomly flip images horizontally during training to achieve more variety in
the data.
Clevr Dataset Generation: As discussed in the main paper, we use the script from [8] to render multi-object scenes of
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WGAN-GP [3] LR-GAN [25] HoloGAN [17] BlockGAN [18] Ours

CompCars 0.035 ± 0.001 0.014 ± 0.001 0.028 ± 0.002 0.016 ± 0.001 0.010 ± 0.001

Table 2: Quantitative Comparison to BlockGAN. As the authors report results for BlockGAN [18] on CompCars at 642

pixel resolution, we are able compare our method against their reported results. We follow their protocol and report the KID
score (↓) for 10,000 real and fake samples.

random primitives. We adjust the camera position to have a rotation of 0◦ instead of 43◦. We save renderings and positions
of placed primitives to files. During training, we sample the translations of object feature fields from the saved positions.

3. Additional Experimental Results

In this section, we first provide additional baseline comparisons (Sec. 3.1) and ablation studies (Sec. 3.2). Next, we show
more controllable image synthesis examples (Sec. 3.3), failure cases (Sec. 3.4), and random samples (Sec. 3.5).

3.1. Baseline Comparisons

Comparison to Controllable Image Synthesis: As discussed in the main publication, Controllable Image Synthesis
(CIS) [13] is a 3D-aware method which allows for generating multi-object scenes with object-level control. However, as
CIS requires additional supervision in the form of labeled (pure) background images, we restrict the comparison to the syn-
thetic Clevr dataset and additionally render pure background images. Further, as we could not obtain competitive results for
CIS on Clevr-2345, we compare CIS and our method on scenes with 0, 1, 2, or 3 primitives (Clevr-0123) at 642 pixels which
is the same setting as the authors consider.

Quantitatively, our method achieves a higher FID score than CIS (13 to 83). While both methods allow for controllable
image synthesis, our method leads to more consistent results (see Fig. 4). Note that while CIS learns object-level locations,
we sample them from the data distribution. In contrast to CIS which requires supervision in the form of labeled background
images, object disentanglement emerges without any supervision for our method.

Comparison to BlockGAN: In Tab. 2, we show the KID results reported in [18] and ours.3 We adhere to their evaluation
protocol and sample 10,000 real and fake images to calculate the KID score.

3.2. Ablation Studies

Robustness Against Wrong Distributions: To investigate the robustness of our method against wrong distributions over the
object poses, we train our model on CompCars at 642 pixel resolution with an object rotation of 15◦ instead of 360◦, and
on CelebA at 642 pixel resolution with an object rotation of 360◦ instead of 15◦. Surprisingly, the quantitative results do not
change significantly: We obtain the same FID score for CelebA (6) and a slightly worse score for CompCars (19 compared to
16). Qualitatively, we observe that our model has two modes (front and back position) for the canonical pose for CompCars,
and still learns a plausible 70◦ rotation. For CelebA, we observe that it learns two rotations with an identity flip after 180◦.
Note that for the latter, it is not possible to learn a plausible 360◦ rotation as the dataset only contains frontal images of human
faces.

Composition Operator: We implement the composition operator (Eq. (8) in the main publication) as a sum for the density,
and a density-weighted mean for the feature vector. This is a natural choice when combining non-solid objects [1]. To
validate this choice, we evaluate our model on CompCars at 642 pixels when using the max operation instead. In this case,
we evaluate the density and feature for a given 3D point and viewing direction (x,d) by first identifying the feature field with
the maximum density at 3D point x, and then selecting the density and feature of this field. We observe that using our choice
instead of the max operations leads to an FID score improvement from 18.47 to 16.16.

Feature Rendering: In Fig. 6, we show a qualitative comparison of our method with and without the neural renderer, where
for the latter, we directly render RGB color instead of features. We find that removing the neural renderer leads to slower
inference, higher memory consumption, and degraded results. Also quantitatively, we find that results are worse (61 to 16 in
FID on CompCars at 642 pixels).

3For KID evaluation, we use the code from https://github.com/abdulfatir/gan-metrics-pytorch with the official Tensorflow Inception network weights
from https://github.com/mseitzer/pytorch-fid.
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(a) Controllable Image Synthesis [13].

(b) Ours.

Figure 4: Qualitative Comparison to CIS. We show renderings (top rows) and color-coded alpha maps (bottom rows) for
single-object depth translations for Controllable Image Synthesis (CIS) [13] and our method on Clevr-0123 at 642 pixels.
While both methods allow for controllable image synthesis, we achieve more consistent and higher-quality results. Note that
while CIS learns the object-level transformations, we sample them from the data distribution. Further, CIS requires addi-
tional supervision in the form of labelled background images, while ours learns to disentangle objects from the background
unsupervised.
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(a) 70◦ Rotation on CompCars. (b) 360◦ Rotation on CelebA.

Figure 5: Robustness. To investigate the robustness of our model against wrong distributions over object poses, we train our
method on CompCars with only a 70◦ degree rotation instead of 360◦, and on CelebA with a 360◦ degree rotation instead of
70◦. For CompCars, our model has two modes (front and back) in the canonical pose, and still learns a plausible 70◦ rotation.
For CelebA, it learns two half rotations where it flips the entity after 180◦ degrees. Note that for the latter, it is not possible
to learn a plausible 360◦ rotation as the dataset only contains frontal images of human faces.

(a) Ours without Neural Renderer (b) Ours

Figure 6: Effect of Neural Renderer. We compare our method without (Fig. 6a) and with the neural rendering pipeline
(Fig. 6b) on CompCars at 642. We find that incorporating a neural renderer not only leads to better quantitative results, but
also qualitatively our method achieves more consistent representations.

3.3. Controllable Image Synthesis

Many-Object Scenes: As discussed in the main publication, our model is able to disentangle objects from the background
without any explicit supervision. To test our model on scenes with even more objects, we render images with 10 random
primitives in the scene (Clevr-10). In Fig. 11, we show renderings of only backgrounds and only foreground objects as well
as color-coded object alpha maps and the synthesized images. We observe that even for 10-object scenes, our model is able
to disentangle individual objects at both 642 and 2562 pixel resolutions.
Additional Results: In Fig. 7, 8, 9, and 10, we show additional examples in which we control the scene during image
synthesis.

3.4. Failure Cases

We sometimes observe disentanglement failures, e.g. for Churches where the background contains a church, or for Cars,
where background elements are contained in the foreground object (see Fig. 12). We attribute these failures to mismatches
between the assumed uniform distributions over object and camera poses (see above) and their real distributions. We identify
learning the distributions instead from data as promising future work.

3.5. Random Samples

We show grids of random samples from our method on all datasets in Fig. 13, 14, 15, 16, 17 at 642 pixel resolution and
in Fig. 18, 19, 20, 21, 22, 23, 24, 25 at 2562 pixel resolution.
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(a) Object Rotation for CompCars at 2562 pixels.

(b) Camera Elevation for CompCars at 2562 pixels.

Figure 7: Controllable Image Synthesis. We show object rotations and camera elevations for our method on CompCars at
2562 pixel resolution.
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(a) Single-Object Translation for a 2D-based GAN [21] at 2562 pixels.

(b) Single-Object Translation for our Method at 2562 pixels.

Figure 8: Controllable Image Synthesis. We show single-object depth translations for a 2D-based GAN [21] and our method
at 2562 pixels. Note how for the 2D-based method, translating one object might affect the other. In contrast, we incorporate
3D compositional scene structure into the generative model, leading to more consistent results.
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Figure 9: Controllable Image Synthesis. We show circular translations for our method on Clevr-2 at 2562 pixel resolution.
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(a) Object Rotation for CelebA-HQ at 2562 pixels.

(b) Object Rotation for LSUN Churches at 2562 pixels.

(c) Object Rotation for FFHQ at 2562 pixels.

Figure 10: Controllable Image Synthesis. We show object rotations for our method on CelebA-HQ, LSUN Churches, and
FFHQ at 2562 pixel resolution.
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(a) Ours on Clevr-10 at 642 pixels.

(b) Ours on Clevr-10 at 2562 pixels.

Figure 11: Unsupervised Disentanglement. From left to right, we show only background, only objects, color-coded object
alpha maps, and synthesized images for our method on Clevr-10 at 642 and 2562 pixel resolutions, respectively. Note that
our model is able to disentangle individual objects for images of 10-object scenes without any explicit supervision.

(a) Disentanglement Failure on Churches.

(b) Disentanglement Failure on CompCars.

Figure 12: Disentanglement Failures. For Churches, the background sometimes contains a church, and for CompCars, the
object sometimes contains background parts or vice versa. We attribute these to mismatches between the assumed uniform
distributions over object and camera poses and their real distributions, and identify learning them instead as interesting future
work.
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Figure 13: Random Samples. We show random samples for our method on Chairs at 642 image resolution.
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Figure 14: Random Samples. We show random samples for our method on Cats at 642 image resolution.
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Figure 15: Random Samples. We show random samples for our method on CelebA at 642 image resolution.
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Figure 16: Random Samples. We show random samples for our method on CompCars at 642 image resolution.
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Figure 17: Random Samples. We show random samples for our method on Churches at 642 image resolution.
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Figure 18: Random Samples. We show random samples for our method at 2562 image resolution on Clevr-2.
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Figure 19: Random Samples. We show random samples for our method at 2562 image resolution on Clevr-3.
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Figure 20: Random Samples. We show random samples for our method at 2562 image resolution on Clevr-4.
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Figure 21: Random Samples. We show random samples for our method at 2562 image resolution on Clevr-5.
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Figure 22: Random Samples. We show random samples for our method at 2562 image resolution on Churches.
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Figure 23: Random Samples. We show random samples for our method at 2562 image resolution on CompCars.
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Figure 24: Random Samples. We show random samples for our method at 2562 image resolution on FFHQ.
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Figure 25: Random Samples. We show random samples for our method at 2562 image resolution on CelebA-HQ.
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